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This work proposes a procedure to characterize segmentation-based visual tracking performance with

» Probabilistic shape filter

respect to imaging noise. We devise a methodology to establish correspondence between a given fg _¢ 5 _ 0
contrast parameter (Bhattacharyya coefficient) and segmentation errors as measured through local 1. Prediction: < . ’ . ’
shape metrics (Sobolev and Laplace metrics). The correspondence is used to adaptively filter \P =VFP-0, 0=0.
temporally correlated segmentations. 2. Measurement: by application of a segmentation algorithm.
_ P+ — (P~ (P 11
3. Correction: ¢ (A ) (Pm) ~ ~

Or =0+ Ky - Xerr(Pmy P_) + Ky - (@m — @_)

{Mtivation I - Determination of the optimal gain

The need for noise models becomes essential when pursuing accurate segmentation-based tracking. : TN B P
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The prmCIPal contributions of the work include: (e) Recursive filter structure (f) Optimal gain vs. Bhattacharyya coefficient

» a methodology for utilizing a proven contrast parameter to derive expected segmentation errors that
are geometrically relevant

» an empirical procedure for identifying the optimal filter gain given the measured contrast

- the use of the optima gain fo probabiistic shape fiering [ Esperiments ane vemika |
Experiments were conducted to demonstrate the ability of the proposed method to adapt the
corrective gain of the probabilistic shape filter. Comparison to the fixed-gain filtering strategy is

provided. Performance evaluation used the Laplace metric in conjunction with hand-segmentations
(ground truth) of the sequences.

Local to a single connected object in an image, an algorithms ability to segment is directly related to
the pdf’s of pixels intensities inside and outside the object.
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» The Bhattacharyya coefficient between two distributions p and g is defined as

8(p.0) = | V/Pul) Poul) .

» The Sobolev distance provides a local measure of curve mismatch: ° e 02 i ° 76 02
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» The Laplace distance computes the length of non-intersecting trajectories between two curves. 2 .
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> Determine the contrast .cc?efflc.|ent using A R N AT S I presence of noise. The Bhattacharyya coefficient between target and background distributions proves
the Bhattacharyya coefficient in S Pt to be an adequate contrast parameter for assessing segmentation errors. Future work seeks to extend
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conjunction with the ground truth. o 0z oi o5 o8 1 o 0z o+ o5 o8 1 the analysis to color images.
> Compute the curve estimation error using Bhattacharyya Distance Bhattacharyya Distance
the Sobolev and Laplace metrics.
» Derive the expected segmentation error as
a function of the contrast parameter (3.

http://ivalab.ece.gatech.edu {ibrahima.ndiour,pvela}@gatech.edu




